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Image Classification 
Competitions

• Corel Dataset, early 2000’s 

• Annotation/multi-label classification 

• ~4500/500 small images 

• PASCAL VOC Challenges ~2007 

• Object detection and classification

The ImageNet Challenge
• Circa 2009/2010 

• ILSVRC Challenge Dataset: 1.3 Million Images in 
1000 classes from a larger superset





Classic Architectures

AlexNet

ImageNet Classification with Deep Convolutional Neural 
Networks. https://papers.nips.cc/paper/4824-imagenet-

classification-with-deep-convolutional-neural-networks.pdf

https://papers.nips.cc/paper/4824-imagenet-classification-with-deep-convolutional-neural-networks.pdf
https://papers.nips.cc/paper/4824-imagenet-classification-with-deep-convolutional-neural-networks.pdf


CaffeNet

CaffeNet - How many parameters?



CaffeNet - Effective Receptive Field Sizes



LRN Layers

• The original AlexNet (and the VGG & 
GoogleLetNet)  contained networks “Local 
Response Normalisation” layers 

• The motivation was to provide locally higher 
contrast in feature maps

The All CNN

Striving for Simplicity: The All Convolutional Net. https://
arxiv.org/pdf/1412.6806.pdf



The VGG Networks

Very Deep Convolutional Networks for Large-Scale Image 
Recognition. https://arxiv.org/pdf/1409.1556.pdf

https://arxiv.org/pdf/1409.1556.pdf


GoogLeNet and the 
Inception Module

Going Deeper with Convolutions. https://arxiv.org/pdf/
1409.4842



58.9M params



Deep Residual 
Networks / ResNet

Deep Residual Learning for Image Recognition. https://
arxiv.org/pdf/1512.03385.pdf

https://arxiv.org/pdf/1512.03385.pdf
https://arxiv.org/pdf/1512.03385.pdf


Do deeper ResNets get 
you better performance?



Are ResNets really 
deep?



Training Classification 
Networks

Overfitting is a serious 
concern

• Early nets used dropout extensively 

• BatchNorm has replaced this in more recent 
architectures 

• Significant amounts of data augmentation (the 
original AlexNet had 2048 augmentations for each 
training image!)



Competing in ImageNet

• Almost all the winners use a form of test-time 
augmentation 

• Take multiple views of the input image (e.g. 
AlexNet took 10 augmentations) and average 
over the classifications.


